
2021 International Conference on Indoor Positioning and Indoor Navigation (IPIN), 29 Nov. – 2 Dec. 2021, Lloret de Mar, Spain

Accurate Multi-Zone UWB TDOA Localization
utilizing Cascaded Wireless Clock Synchronization

Johannes Friedrich, Janis Tiemann and Christian Wietfeld
TU Dortmund University, Communication Networks Institute (CNI)

Otto-Hahn-Str. 6, 44227 Dortmund, Germany
{johannes.friedrich, janis.tiemann and christian.wietfeld}@tu-dortmund.de

Abstract—The high popularity of ultra-wideband technology
for accurate indoor positioning in industrial and public spaces
has led to a large amount of research in recent years. The focus
has mostly been on localization accuracy in small-scale setups
with a single localization zone. However, solutions designed for
line-of-sight environments are not suitable for many large-scale
applications. To overcome this lack of research, we propose novel
concepts for precise wireless multi-hop clock synchronization
and localization zone selection. By integration into a time-
difference-of-arrival-based ultra-wideband localization scheme,
continuous cross-spatial positioning in large-scale scenarios is
enabled. Validation is carried out in an unprecedented testbed
with multiple rooms. We could show that positioning accuracy in
multi-room scenarios is up to three times higher when exploiting
the proposed concepts compared to the initial accuracy achieved
with existing approaches. In addition, we provide an open-source
implementation of our real-time localization system.

Index Terms—Ultra-wideband (UWB), Wireless Localization,
Wireless Positioning, Cascaded Wireless Multi-hop Clock Syn-
chronization, Time-Difference of Arrival (TDOA)

I. INTRODUCTION AND RELATED WORK

Ultra-wideband (UWB) technology has recently proven to
be superior to other RF technologies for precise indoor posi-
tioning [1]. In particular, with time-based ranging approaches
such as two-way ranging (TWR) and time-difference-of-arrival
(TDOA) it is possible to achieve centimetre-level accuracy
[2]. In addition to the achievable accuracy, recent research
has also focused on the energy efficiency and multi-user
scalability of the different methods [3]–[5]. It is shown that
TDOA-based solutions enable higher tag densities and lower
power consumption due to a significantly reduced message
overhead. Localization systems using reversed TDOA schemes
even allow the positioning of an unlimited number of tags
[6], [7]. However, since ranging information is only available
on the mobile target node, the position computation has
to be performed on the same node with increased energy
consumption. In addition to multi-user scalability, geographic
scalability also plays an important role in many applications,
but has been studied very sparsely in previous research.

An exemplary scenario is a rescue training of the fire
department as shown in Fig. 1. Here, the trainees must be
continuously tracked in several rooms under difficult visual
conditions to ensure safe and efficient training. Continuous
TDOA-based localization in large-scale scenarios with mul-
tiple rooms or localization zones is a major challenge. On
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Fig. 1. Trainee tracking with time-based UWB localization in a rescue training
scenario. Sophisticated concepts are required to establish a common time
base via multiple hops and enable precise continuous positioning in multiple
localization cells.

the one hand, tight clock synchronization across multiple
hops must ensure a common distributed time base. On the
other hand, UWB signals are partially or totally shaded and
may lead to erroneous range and clock offset measurements
due to indirect signal paths. In [8]–[10], different wireless
clock synchronization algorithms for UWB localization are
presented and compared. In the presented methods, however,
all nodes must have a line-of-sight to the reference node, which
means that localization is only possible in single room small-
scale setups. An overview of common methods for distributing
a common clock in wireless sensor networks is given in [11].
In contrast to multi-hop synchronization protocols for wireless
sensor networks with an accuracy in the microsecond range
as presented in [12] and [13], a synchronization accuracy at
the low nanosecond level must be provided for precise UWB
localization. An approach for network-wide wireless clock
synchronization over multiple hops based on UWB pulses
is introduced in [14]. However, the ability to transfer the
proposed method to localization systems is not investigated.
A similar approach to synchronize clocks aided by a synchro-
nization tree is presented in [15] and [16]. In [15], the method
is only introduced on protocol level and no experimental
validation is performed. Experimental large-scale evaluation in
[16] is carried out in a geometrically challenging testbed with
limited anchor density. A further multi-hop synchronization
approach validated only in a LOS simulation environment is978-1-6654-0402-0/21/$31.00 © 2021 IEEE
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Fig. 2. Illustration of the localization system’s topology.

presented in [17]. To enable accurate cross-spatial localization
in real world environments, we present different concepts for
precise cascaded clock synchronization and localization zone
selection. We integrate these concepts into the existing ATLAS
FaST [15] and validate them experimentally in a multi-room
testbed. Thus, we overcome the lack of experimental evalu-
ation of multi-hop TDOA localization in dense non-line-of-
sight (NLOS) environments. It is worth mentioning that the
proposed methods are theoretically also applicable to reversed
TDOA schemes such as [10].

II. PROPOSED SYSTEM CONCEPT

The proposed concepts are provided as an extension of the
previously developed open-source TDOA-based ATLAS [18]
and ATLAS FaST [15], which focuses on multi-user scalabil-
ity, real-time capability and energy efficiency. The concepts
presented in this work are intended to extend and improve
the multi-hop capability of ATLAS FaST and enable precise
positioning and tracking in large-scale NLOS environments.

A. Implementation and Architecture

The system’s topology is depicted in Fig. 2. Cascaded
multi-hop clock synchronization enables the distribution of a
common time-base, where each sync anchor is able to build
a single hop. Novel enhancements are the Dynamic Best Link
Discovery, which enables accurate timestamp correction over
multiple hops, and the Predictive Zone Selection, which selects
anchor nodes for the positioning process to avoid erroneous
NLOS measurements. As before, the whole architecture is
build upon the Robot Operating System (ROS) [19].

B. Clock Correction over Multiple Hops

In order to correct timestamps of localization frames, the
Linear Extrapolation, described in [9], is used for pairwise

clock synchronization. The manual definition of a synchro-
nization tree, as presented in [15], enables the use of time
division multiple access (TDMA) scheduling. For this, the
clock of an arbitrary sync anchor is set as reference clock. Two
anchor nodes that are linked by an edge in the synchronization
tree are defined as a sync pair. Each sync pair should have
a LOS connection to guarantee a common time-base for
collision-free TDMA-transmission of UWB signals in the
entire network. After establishment of that common time-base,
the synchronization tree is refined by the Dynamic Best Link
Discovery. In order to correct the time-of-arrival (TOA) of a
localization frame, the individual offsets at reception time are
accumulated along the synchronization paths.

C. Proposed Dynamic Best Link Discovery

To achieve accurate network-wide clock synchronization in
complex localization environments, the choice of synchroniza-
tion paths is of crucial importance. The Dynamic Best Link
Discovery changes the synchronization tree based on the best
synchronization link quality. First, a sync graph is created that
contains all anchor nodes as vertices. All pairs of nodes that
are able to perform pairwise synchronization are linked with
an edge. The edge between vertice u and v is weighted with
the cost cu,v , which is the variance of the synchronization
error over a predefined time interval. For the computation of
the synchronization error εu,v,s at sync step s, the TOA of
the synchronization frame tv,s is corrected based on Linear
Extrapolation over the time interval between the TOA of the
last received sync frame tv,s−1 and tv,s, see Eq. 1. Therefore,
the last clock offset τv,s−1 and the last clock skew τ̇v,s−1

are exploited. The deviation between that corrected timestamp
tc,v,s and the transmit timestamp of the reference anchor tu,s
is defined as the synchronization error εu,v,s, as shown in Eq.
2. If there is no connection between two anchors, the weight
of this edge is set to the maximum value.

tc,v,s = tv,s − τv,s−1 − τ̇v,s−1(tv,s − tv,s−1) (1)

εu,v,s = tc,v,s − tu,s (2)

Based on the generated synchronization graph, the synchro-
nization path with the lowest cumulated weight between each
node and the previously chosen reference node is determined
using Dijkstra’s algorithm [20]. After computation of the best
quality synchronization links, the TOAs of each localization
frame are corrected based on the found synchronization tree.

D. Proposed Predictive Zone Selection

The Predictive Zone Selection is introduced in order to
delimit localization zones. On the one hand, this avoids
measurements via indirect paths between the mobile node and
distantly located anchor nodes, which might be shaded. On
the other hand, the synchronization tree is split to avoid accu-
mulated synchronization errors over multiple hops. Depending
on the environment, the entire localization area is divided into
Nc cells, with Napc anchor nodes available per cell. With the
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Fig. 3. Experimental setup for validation of the proposed concepts. Room 3
of the multi-room scenario is shown from the point of view of anchor 11.

Predictive Zone Selection, the localization zone is restricted
to Ncpz cells, so that Na = Ncpz · Napc anchor nodes are
used for positioning. At positioning step k, the cells used for
the positioning process are selected based on the predicted
position p̂k,n of the mobile node n. The prediction is made
with the help of a position-velocity model as shown in Eq. 3.
Here, pk−1,n and its derivative ṗk−1,n stand for the position
and the velocity of the mobile node, respectively. The times
of the current and last localization step are tk,n and tk−1,n.

p̂k,n = pk−1,n + ṗk−1,n(tk,n − tk−1,n) (3)

The cell in which p̂k,n is located is chosen as the first cell of
the localization zone. If Ncpz is greater than 1, the Euclidean
distance between p̂k,n and the centers of the remaining cells is
computed. In ascending order of distance, Ncpz−1 additional
cells are added to the localization zone. The actual position
estimate pn is then computed by only exploiting TDOA
measurements from anchors which lie in the localization zone.

III. EXPERIMENTAL SETUP

For experimental validation of the previously introduced
concepts, a relatively complex testbed with UWB ranging
hardware in four rooms was set up as shown in Fig. 3 and 4.
Rooms 1 to 3 are equipped with four anchor nodes installed
at the positions displayed in Tab. I. Room 4 has only 3 anchor
nodes since the used backbone infrastructure does not allow
for a sufficient power supply of a node in the remote back cor-
ner of the room. The nodes are based on the Decawave/Qorvo
DWM1000 and an microcontroller unit (MCU) for backbone
communication. For protection of environmental impacts and
avoidance of high clock drifts through thermal fluctuation the
node’s hardware setup is packed in a housing. All rooms are
separated by sandlime brick walls. The outer walls of the
scenario are made of reinforced concrete.

In order to assess the positioning results of dynamically
moving mobile nodes, a reference trajectory is computed by
simultaneous localization and mapping (SLAM). Therefore,
the dynamically moving mobile node is mounted on the high-
resolution 360° camera Insta 360 Pro 2. From the stitched 360°
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Fig. 4. Illustration of the multi-room scenario. The grey line depicts the
SLAM-reference trajectory of the experiment which is examined in more
detail to evaluate the proposed concepts in Sec. IV.

video, a trajectory is reconstructed by the SLAM tool Open-
VSLAM [21]. For transformation of the obtained trajectory
into the testbed’s coordinate system, laser-measured reference
points are defined. The reference trajectory of an exemplary
experiment is shown in Fig. 4. For evaluation and comparison
of the different concepts and their associated results, all time
stamps and their corresponding TX and RX node identifiers
are recorded during an experiment. This allows to replay the
measurement data and run the localization server with different
configurations and algorithms. Thereby, post-processing on
the same experiment enables reproducible comparison of the
analyzed concepts.

IV. EXPERIMENTAL EVALUATION

In the following, the effects of the Predictive Zone Selec-
tion and the Dynamic Best Link Discovery on localization
results is evaluated aided by several experiments conducted
in the presented setup. Partially, the mentioned approaches
are compared with the positioning scheme from the ATLAS
FaST localization system [15]. This scheme is called Plain
TDOA in the following. Here, an intuitive approach is chosen

TABLE I
POSITIONS OF THE ANCHORS USED IN THE EXPERIMENTS.

anchor 1 2 3 4 5 6 7 8

x [m] 3.56 0.04 0.04 3.56 4.98 0.04 0.04 4.98
y [m] 8.47 8.31 5.33 5.17 4.81 4.81 0.20 0.20
z [m] 2.56 2.56 2.56 2.56 2.56 2.56 2.56 2.53
mode sync. pass. pass. pass. sync. pass. pass. pass.

anchor 9 10 11 12 13 14 15

x [m] 6.35 3.92 4.08 6.35 6.71 6.87 11.51
y [m] 8.31 8.31 5.17 5.33 8.31 5.17 5.59
z [m] 6.03 6.03 6.03 6.03 6.06 6.06 6.06
mode pass. sync. pass. pass. sync. pass. pass.
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Fig. 5. Time series of the x and y positions, the horizontal positioning error
χ, the number of TDOAs per sample and the receiving anchors.

Fig. 6. Time series of the TDOA error ∆t8,r . Small errors are mitigated by
the positioning EKF. Large errors lead to an erroneous localization result.

to select the synchronization tree for cascaded multi-hop clock
synchronization manually, as shown in Fig. 9 (a). Based on the
geometry of the scenario, the central sync anchor 10 is selected
as reference anchor and thus tree root. To guarantee a common
time base throughout the whole network, all passive anchors
are synchronized via the sync anchor in their own room. This
topology tries to avoid the negative effect of obstruction by
structures.

A. Evaluation of Signal Propagation Effects

Localization in large-scale scenarios with multiple rooms
is significantly influenced by several signal propagation ef-
fects. In the following, the influence of shading and multi-
path propagation on TDOA measurements and localization
results in NLOS-environments is investigated. For a detailed
examination of the scenario displayed in Fig. 4, the x and y
coordinates of the localization results and the SLAM reference

Fig. 7. Positioning results of a static mobile node in room 4 for Plain TDOA
and added Predictive Zone Selection (Ncpz = 2). By selecting the closest
anchors, indirect signal path measurements are largely avoided.

trajectory over the experiment time t are shown in Fig. 5.
The experiment ends and starts with the mobile node in a
static position. The deviation of the estimated trajectory and
the reference trajectory results in the displayed horizontal
positioning error χ. It becomes clear that especially in rooms
2 and 4, the determined position deviates from the reference
values by up to 1.6 m. A correlation with the plotted number of
TDOAs per sample can be seen. During positioning in rooms
2 and 4, some anchor nodes are not able to perform TOA
measurements due to shading at the reinforced concrete walls
surrounding the scenario. It should also be mentioned that the
UWB signals penetrate the sand-lime brick walls and thus
no strong NLOS errors are introduced by this type of wall.
The anchor nodes that receive the mobile node’s localization
packet and contribute a TDOA to the sample are shown last.
To generate the TDOA, the TOA measurement of an anchor
is compared to the TOA of the highlighted reference anchor.
Note that due to a system error, anchor 5 is not participating
in the localization process until t = 120 s. In the following,
it is described in more detail how the high positioning errors
come about.

The localization frames received by anchor nodes 5-8 while
the mobile node is located in room 4 reach the anchor nodes
via indirect signal paths. That is shown for anchor 8 in Fig. 6.
Here, the error ∆t8,r between the measured TDOA of anchor
8 and the reference anchor to the ground-truth TDOA, which
were determined based on the reference trajectory, is plotted
in meters over the experiment time t. It is shown that whilst
positioning in room 3, ∆t8,r increases to values up to more
than 1 m since the localization frame reaches anchor 8 only
via an indirect path when the mobile node is located on the
right side of room 3. However, this erroneous measurement
does not have a significant effect on the localization result,
since it is mitigated by the extended Kalman Filter (EKF)
for position computation. While positioning in room 4, ∆t8,r
rises significantly to up to 4.5 m, which is again explained by
even longer indirect signal paths. This large error is then also
reflected in the total horizontal localization error χ.

B. Assessment of Localization Zone Limitation

To avoid erroneous measurements due to indirect signal
paths, the Predictive Zone Selection is used in this work.
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Fig. 8. Cumulative distribution function Φ(χ) of the horizontal positioning
error χ for different localization zone sizes.

As proof-of-concept for this solution, an experiment was
performed, where a mobile node is statically placed in room 4
at the position [9 m, 7 m] over a period of 25 s. The localization
results of Plain TDOA compared to the positioning with
only anchor nodes selected by the Predictive Zone Selection
(Ncpz = 2) are shown in Fig. 7. Here, the top-down view
of the estimated positions and a distribution of the horizontal
positioning error χ is depicted. It is clearly shown that by
excluding TDOA measurements which are erroneous due to
indirect signal paths, the mean µχ and the standard deviation
σχ of the horizontal positioning error become significantly
smaller.

To evaluate the influence of the Predictive Zone Selection
on the previously investigated dynamic experiment, different
zone sizes are examined. Each room in the presented setup
corresponds to a cell - resulting in a maximum number
of Ncpz = 4 cells per zone. The impact of restricting
the localization zone to different cell counts is shown in
Figure 8. Here, the cumulative distribution function (CDF)
of the horizontal positioning error χ and the 90% quantile
of χ (Qχ(90%)) is depicted for different zone sizes. The
positioning is supported by the Dynamic Best Link Discovery
to reduce possible synchronization errors and to investigate
the effect of zone sizes alone.

With Ncpz = 4, the localization zone is not restricted and
each anchor node which receives the localization frame is
involved in the positioning process. By limiting the zone to
Ncpz = 3, the 90% quantile of χ is already reduced by more
than a quarter. By setting the zone size to Ncpz = 2 even
more erroneous measurements through indirect signal paths
are avoided and Qχ(90%) is reduced to more than a half
of the initial value. With Ncpz = 1, it is ensured that all
anchor nodes are in direct view of the mobile node. However,
with a maximum of only 4 anchor nodes, not enough TDOAs
are available for precise positioning and no smooth transition
between the cells is guaranteed. Thus, the positioning accuracy
drops with a further reduction of the zone size.

It should be mentioned, however, that the zone size leading
to the lowest positioning error depends on the composition
and geometry of the scenario. For impenetrable inner walls,
a zone size of Ncpz = 1 would probably lead to the best
localization results. To reduce the positioning error in this case,
the number of anchors per room could be increased. However,
larger positioning errors due to edge cases at the transition

Fig. 9. Illustration of compared sync tree configurations. Sync tree (a) is
manually chosen based on anchor 10 as tree root. Sync tree (b) is derived
from (a) by the DBLD. The same principle applies to (c) and (d), respectively,
with anchor 13 as tree root.
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Fig. 10. Cumulative distribution function Φ(χ) of the horizontal positioning
error χ for different sync tree configurations.

between rooms still remain. In larger, more complex scenarios,
it would be conceivable to include a signal quality assessment
- as it is proposed in [22] - in the measurement selection
process.

C. Influence of Multi-hop Clock Synchronization

For assessment of the influence of network-wide multi-
hop clock synchronization on the localization result, four
different sync tree configurations are compared and visualized
in Fig. 9. In order to avoid splitting the synchronization
tree, the positioning was performed without the Predictive
Zone Selection. However, since that leads to erroneous NLOS
measurements, only localization results from rooms 1 and 3
are considered. Moreover, measurements from anchors 5 and
8 are not taken into account to avoid indirect signal paths.
The CDFs of the horizontal positioning error χ for all four
configurations is shown in Fig. 10.

In configuration (a), anchor 10 is selected as tree root and
an intuitive manual path selection is used to ensure LOS
between all sync pairs. By automatic detection of configuration
(b) through the Dynamic Best Link Discovery the horizontal
positioning error χ is reduced significantly since nearly every
anchor node is synchronized via a single hop. A typical value
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Fig. 11. Kernel density estimation (KDE) of the pairwise synchronization
error between nodes 10 and 6, and nodes 5 and 6.

for the synchronization error as introduced in Sec. II-C is
usually less than 1 ns for pairwise synchronization under LOS
conditions. This is shown in the kernel density estimation
(KDE) from Fig. 11 as an example for the synchronization
between anchors 5 and 6. In the case of a disturbed signal path,
the variance of the synchronization error cu,v is significantly
higher, so that the dynamic best link discovery selects a
synchronization path via a further hop. This is the case, for
example, with the synchronization between anchors 10 and 6.

To investigate higher hop count values that are likely
to occur in larger-scale scenarios, the sync anchor 13 is
chosen as tree root for (c), which has no LOS connection
to some anchors. Therefore, the remaining sync anchors are
synchronized in a row with one hop each. With the highest
hop count of the compared sync tree configurations, this
constellation gives the worst synchronization result. It can
be assumed that the number of hops determines the quality
of the localization result. That is only partially correct, as
the results of configuration (d) show. This sync tree, which
is created by the Dynamic Best Link Discovery based on
the reference anchor 13, has a higher maximum hop count
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Fig. 12. Top-down view of the estimated trajectory comparing the impacts
of the different proposed concepts. PZS+DBLD reduce the offset induced by
synchronization errors and multipath propagation effects significantly.

than configuration (a), but still delivers better localization
results. This shows that not only the number of hops but
also the quality of the individual synchronization links has a
significant influence on the synchronization accuracy and thus
the localization result. The results of configuration (d) show
again, that the Dynamic Best Link Discovery both reduces
the number of hops and excludes paths with poor quality.
Thus, with the Dynamic Best Link Discovery significantly
better positioning results are achieved than with a manual
selection of a static synchronization tree. However, it also
becomes apparent that the choice of the root sync anchor is of
great importance for the synchronization accuracy. Selecting
a centrally located sync anchor that is in line-of-sight to as
many other anchors as possible leads to the best results.

D. Overall Localization Improvement

In the following, the overall influence of the Predictive
Zone Selection and the Dynamic Best Link Discovery on the
localization results with dynamic positioning in all 4 rooms
of the scenario is examined. A qualitative comparison of
the localization results with Plain TDOA for the previously
evaluated dynamic scenario is provided in Fig. 12. The al-
ready proven positive effects of the approaches presented in
this work are reflected here. Only the combination of the
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(a) Experiment I
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(b) Experiment II
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(c) Experiment III

Fig. 13. Cumulative distribution functions Φ(χ) of the horizontal positioning
error χ for three different experiments comparing the improvements through
the proposed concepts.
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reduction of erroneous localization frame measurements and
the minimization of synchronization errors lead to an accurate
localization result while positioning in an NLOS-environment.
In room 4, however, the localization error remains larger than
in the other rooms, which can be explained by the reduced
amount of anchor nodes in that room.

The improvements by the presented concepts are statistically
evaluated in Fig. 13. The CDFs of the horizontal position-
ing error χ and the corresponding 90% quantiles for three
different localization scenarios are shown. The quantification
of the horizontal positioning error in Fig. 13a confirms the
qualitative observations. With added Predictive Zone Selection
and Dynamic Best Link Discovery, the error is reduced by
about a third of the initial error. In order to validate this
magnitude of improvement by the proposed concepts, further
experiments were conducted. In the next scenario, the mobile
node is carried in a dynamic movement of larger circles near
the wall of each room. This scenario is much more challenging
for precise positioning since larger errors are caused by the
antenna directivity when the mobile node is located almost
below the anchor nodes. Hence, the overall horizontal posi-
tioning error is larger than in the previous scenario, as shown
in Fig. 13b. However, a similar percentage of improvement
is achieved by each concept. The third evaluated scenario is
less challenging. A mobile node is moved from 1 to 4. In
room 2, 3 and 4, the node is placed at the static positions
[3 m, 3 m], [5 m, 7 m], and [9 m, 7 m] for 20 s each before
it is moved to the next room. With static positioning in the
room’s centers and only short periods of dynamic motion in
between, more precise positioning estimates as in previous
scenarios are made, see Fig. 13c. Here, again the 90% quantile
of χ is more than three times smaller than the initial error by
exploitation of the Predictive Zone Selection and Dynamic Best
Link Discovery. Note that the error values would be further
reduced by sufficient anchor node supply in room 4.

V. CONCLUSION AND FUTURE WORK

This paper introduces novel concepts to allow precise UWB
localization in large-scale NLOS environments. The proposed
approaches are used to avoid erroneous range measurements
due to indirect signal paths and to provide accurate wireless
multi-hop clock synchronization for TDOA-based ranging.
As an extension of the ROS-based ATLAS and ATLAS
FaST localization systems, the presented solutions were im-
plemented to enable continuous cross-spatial positioning with
real-time capabilities. Experimental validation was conducted
in an unprecedented testbed consisting of several rooms. We
were able to show that a threefold increase in localization
accuracy is achieved compared to the previously employed
localization concept for Plain TDOA. In addition, we pro-
vide the open-source implementation [23] and an exemplary
configuration with raw data of the conducted experiments
[24]. As part of the infrastructure-based localization of the
CELIDON project, the methods proposed in this work are
presented in a use-case video [25]. Future work may in-
clude evaluation of UWB-modules which are compliant to

the IEEE 802.15.4z-2020 standard [26]. With that, improved
ranging accuracy and further increased scalability is expected.
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