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Abstract—Future power systems are characterized by a high
degree of complexity with a large number of intelligent devices,
exchanging and processing both huge amounts of data and real-
time critical information. Accordingly reliable, real-time capable
and secure communication networks are required for enabling
autonomous monitoring, management and control to guarantee sta-
ble power system operation. In this paper, we present and analyse a
flexible and dynamic network control approach based on Software-
Defined Networking (SDN) for meeting the specific communication
requirements of both distribution and transmission power grid.
Therefore a testbed is introduced, enabling the evaluation of mul-
tiple failure scenarios such as link disturbance and congestion by
analysing corresponding fast recovery and prioritization solutions.
The performance and robustness of the developed strategies is
shown using highly-critical monitoring and control messages on
basis of IEC 61850 and considering the mutual impact with low
priority background traffic. Results indicate the advantages of
SDN compared to traditional routing and Quality-of-Service mech-
anisms, providing a more reliable communication network, which
is able to handle complex failure scenarios. In particular, SDN
enables the integration of diverse network management functions
and thus offers the power system new options for dealing with
faults even in the case of overall outages. On the basis of these
results, we demonstrate challenges and derive future benefits for
a SDN-enabled Smart Grid communication network, holding the
potential to evolve into a self-healing infrastructure.

I. INTRODUCTION

Currently, the energy sector is undergoing massive changes,
evolving the traditional grid into a Smart Grid. In particular,
Smart Grids create heightened demand for communication, so
that Information and Communication Technology (ICT) infras-
tructures play a vital role in future power systems. Among the
new challenges for the power system, the most important ones
are integrating renewable Distributed Energy Resources (DERs),
successfully applying Demand Side Management (DSM) and
dealing with increased energy trade [1]. Furthermore develop-
ments like Automated Meter Reading (AMR) and Customer
Energy Management Systems (CEMS) lead to the inclusion
of potentially millions of consumers and prosumers into the
overall Smart Grid architecture. The proliferation of Hybrid and
Electrical Vehicles (EVs) is another aspect that leads to rising
requirements for coordination and therefore additional control
communication. All these factors exert additional stress on the
power system and might even compromise its stability.
Thus, in order to guarantee safe and stable operation, it becomes
essential to closely monitor the power system and intervene
more frequently to countervail imbalances. Subsequently, ris-
ing numbers of Intelligent Electronic Devices (IED) will have
to be installed within the grid, which enable processing and
exchanging monitoring and control data. This leads to larger

overall data volumes and a high degree of complexity which
needs to be handled by the ICT infrastructure [2]. Therefore, the
development towards Smart Grids requires high performance
communication networks, which enable reliable, robust, time-
critical and secure data transmission. One means to achieve
such a communication infrastructure could be the application of
Software-Defined Networking (SDN), which we analyse in this
paper. Subsequently, an introduction to the concept of SDN as
well as related work is provided in Section II. Section III details
the Use Cases serving as a basis for this article. The test-setup
and results are laid out in Section IV. Finally Section V provides
a conclusion and an outlook on future work.

II. SOFTWARE-DEFINED NETWORKING - APPROACH AND
APPLICATIONS

This section sums up the SDN concept with respect to its
application in the Smart Grid context and outlines related work.

A. Concept of Software-Defined Networking

SDN is a new approach towards managing and controlling
communication networks, which originally has been developed
for experimenting with new algorithms and protocols on public
communication networks [3]. It bases upon the idea of separating
control and data plane as depicted in Figure 1, and applies a
programmable controller instance - the SDN controller - for
dynamically manipulating / influencing the behaviour of the
communication network. Figure 1 has been extended to capture
our view of Smart Grid integration of SDN.
As control logic is moved into the SDN controller, all network
devices can be realised as simple switches, matching arriving
packets against entries in their flow table and looking up cor-
responding actions such as dropping or forwarding. In case
a packet does not match a known traffic flow, the packet is
transmitted to the SDN controller, which decides on the actions
for this new traffic flow and pushes instructions to the switches
for establishing appropriate flow table entries. For the commu-
nication between the switches and the SDN controller via the
Southbound API, the OpenFlow (OF) [4] protocol, standardized
by the Open Networking Foundation, is applied (cf. Figure
1). On top of the controller, a variety of different Software-
Defined Networking aware applications might be developed for
influencing the behaviour of the communication network. Such
applications could benefit from the information and flexibility
that is available through the controller.

B. Related Work

During the past few years SDN became a major topic of
interest for developing new communication concepts. Yet, to the
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Fig. 1: Proposed Multi-layered SDN for Smart Grids

best of our knowledge, up to now there has been only limited
effort to exploit the benefits of Software-Defined Networking
for Smart Grid communications.
In [5] SDN was applied for developing self-configuring IEDs
for substation automation, which were tested using emulation of
a substation communication network. Multicast transmission of
Phasor Measurement Unit (PMU) data was handled by a SDN
enabled network in [6], adapting data rates to different receiver
requirements. Sydney et al. [7] studied the application of SDN as
an alternative to Multiprotocol Label Switching (MPLS) for wide
area communication within the power system. It was shown that
this allows for the integration of all relevant aspects of MPLS
and provides reasonable data rates, while offering a large degree
of flexibility and openness towards new concepts.
In comparison to these first approaches to SDN-based communi-
cation networks in Smart Grids, we focus on fault-tolerant, real-
time capable and resource-efficient communication enabled by
new algorithms on top of the SDN controller, validated with the
help of our testbed setup. Moreover, we achieve a holistic view
of the power system, comprising time-critical communication
within the transmission power grid and Quality-of-Service (QoS)
demands for communicating over heterogeneous infrastructures
within the distribution power grid.
Comparable SDN-enabled approaches for fast recovery from
link failures have been proposed in [8] and [9] in other contexts.
Yet, especially for Smart Grids these applications are of major
importance since robustness of the communication network is
a key enabler for automated control. In contrast to previous
approaches, the impact of realistic traffic patterns as well as
physical link disconnections have been considered in this work.

III. COMMUNICATION WITHIN POWER SYSTEMS
- USE CASES

Corresponding to the structure of Smart Grids, communi-
cation demands vary significantly depending on the specific
application and its corresponding level of the power system.
While the transmission power grid requires time-critical and
reliable transfer of monitoring and control messages, heteroge-
neous technologies, protocols and applications pose a major
challenge for communication within the distribution power grid.
In recent years, IEC 61850 [10] has been established as the
predominant standard for communication within power systems.
Originally, it has been proposed by the International Electrotech-
nical Commission (IEC) Technical Committee (TC) 57 in 2002
for substation automation in order to achieve interoperability
of devices and services. However, its scope has been enhanced
by several extensions and technical reports, so that it also de-
fines concepts for wide area communication, the connection
of DERs and electric vehicles by now. Moreover, IEC 61850
comprises more than communication services only, specifying a

complete data structure for describing devices and their attributes
by using the Substation Configuration Language (SCL) as a
configuration language. In regard to communication, it provides
three major services: Manufacturing Message Specification
(MMS), Generic Object Oriented Substation Events (GOOSE)
and Sampled Values (SV). MMS is a client-server based protocol,
using the TCP/IP stack, and can be used for multiple purposes
such as communication on substation and wide area level. In
contrast, GOOSE and SV are employed mainly for (multicast
based) communication on substations’ bay level, whereat data is
encapsulated directly into Ethernet frames. While the GOOSE
service is used for sending switching commands and providing
status updates, SV messages contain measurement values.
In this work, IEC 61850 compliant communication has been ap-
plied, serving as basis for realistic traffic mapping for Smart Grid
ICT infrastructures. Subsequently, we aim at achieving highly
fault-tolerant and real-time capable communication networks,
considering the specific requirements of IEC 61850 traffic. In
the following the two Use Cases considered in the scope of this
paper are presented.

A. Use Case A: Controlling the Transmission Power Grid

As for monitoring and control of the transmission power
grid two domains of communication can be identified: intra-
substation and wide-area communication. The latter covers data
exchange between different substations as well as the control
centre’s Supervisory Control and Data Acquisition (SCADA)
system. To ensure stable operation of the power system, its
state has to be monitored in real-time. Beyond that, switching
commands have to be transferred within a few milliseconds from
protection devices and/or control units to circuit breakers within
substations. Otherwise, stable operation of the transmission
power grid might be disturbed. In the worst case, if additional
failures occur simultaneously, fault recovery might not be possi-
ble, leading to cascading outages and blackouts [11]. Concerning
reliability, the primary focus is to guarantee fast recovery of
highly time critical communication services after link failures
or errors in order to maintain grid stability. In addition, QoS
mechanisms are introduced, ensuring prioritized handling of
critical messages, such as switching commands, by establishing
data rate, respectively link reservation.

B. Use Case B: Managing the Distribution Power Grid

Distribution grids and their associated devices employ a
multitude of protocols for communication. IEC 61850 is used
alongside IEC 60870, IEC 62056, IEC 61334 and others. How-
ever the most important distinction that has to be made in
communications systems in the distribution domain compared
to the transmission grid is the use of heterogeneous, shared
resources. Especially AMR and CEMS enabled households
may utilise public access networks that have not been designed
with the exclusive use for Smart Grid communication in mind.
Here, technologies like DSL, DOCSIS and cellular networks are
pervasive and used for applications including Internet access and
streaming services. One challenge that results from this is the
need to reliably meet the requirements imposed by Smart Grid
protocols in the presence of user-originated background traffic
and failures. Therefore several QoS classes are introduced (cf.
Table I), placing a higher priority on grid traffic, enforced by the
SDN controller.



IV. TEST SETUP AND RESULTS OF SDN-ENABLED SMART
GRID COMMUNICATION

Starting with the testbed setup this section reveals extended
possibilities of SDN-based networks by means of two different
scenarios. Following the scenario descriptions, algorithms for
establishing the required capabilities at the SDN controller and
analysis results are presented.

A. Testbed Setup

The SDN4SmartGrids testbed comprises four switches, one
SDN-controller and two servers for generating and one client
for receiving traffic as shown in Figure 2. As for the switches,
four identical workstations have been used, running Open
vSwitch 2.1.0 [4] as kernel module on basis of 64Bit Ubuntu
13.04 Server (3.8.0-30-generic Kernel). Each switch is equipped
with one integrated Intel I217-LM 1000Base−T (IEEE 802.3ab)
Ethernet Controller for connecting to the control network and
one 4 Port Intel I350 1000Base−T Ethernet Controller for
operating within the data network. The SDN-controller has
been developed by enhancing the OpenFlow Controller Beacon
1.0.4 [12] based on Java JDK 1.7 running on Windows 7 x64.
Client and server workstations connect to the data network
with onboard 1000Base−T RTL8167 Realtek adapters, using
Windows 7 x64 as OS, as well.
IEC 61850 compliant traffic has been generated applying the
open-source library libIEC61850 [13], written in standard C, for
MMS reports as well as a C implementation of the SV service
for SV messages, developed at the Communication Networks
Institute. For testing, both SV and MMS messages are sent in
intervals of 1ms, using packet size of 122Byte and 684Byte.

B. Scenario 1: Fast Recovery for Smart Grid Communications

This scenario deals with enabling fast recovery after distur-
bance of a communication link. Providing such functionality is
of great importance for ensuring reliable operation of commu-
nication networks in critical environments such as substations
of power systems. In particular, alternative routes through the
network need to be established immediately, guaranteeing the
transmission of monitoring and control traffic. Therefore a
proactive algorithm for calculating alternative paths through
the network has been developed and integrated into the SDN
controller. The algorithm’s performance has been assessed by
measuring the duration of traffic interruption as well as process-
ing times at the controller and switches.
First, a brief description of the algorithm, which is applied for
dealing with communication link disconnection, is given:

SDN Controller

Switch 1 Switch 4
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Server 2

Client 1

Control Network
Data Network

Fig. 2: Set-up of the SDN4SmartGrids Testbed with Data and
Control Network
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Fig. 3: MMS-TCP Flowchart Showing Different Recovery Cases

1) Alternative shortest paths: Alternatives are calculated for
each pair of route and possible link failure, using alternative
topologies which exclude the respective link.

2) Mapping to switch configurations: The alternative paths
are converted into switch configurations, preparing corre-
sponding OFFlowMod messages for adding, reconfiguring
or deleting traffic flow entries at the switches.

3) Monitoring of active flows: The SDN controller keeps
track of active traffic flows and their routes, considering
OFFlowRemoved messages received from switches.

4) Port status notification: In case of a link failure, an
OFPortStatus message is issued by the switches connected
to the respective link and sent to the SDN controller.

5) Re-routing: Pre-calculated alternative routes are looked up
for all affected traffic flows and corresponding OFFlow-
Mods are sent out to the switches for re-routing.

Applying this algorithm, multiple measurements have been
executed to verify and analyse its effect. The experimental design
of this scenario can be conceived by means of Figure 2: MMS
reports respectively SV messages, both containing measurement
values, are transmitted from Server 1 to Client 1 using either
the upper path (via Switch 2) or the lower path (via Switch 3).
During transmission, one of the active communication links
is disconnected by a) physical disconnection of an interface
or b) by software command. Figure 4 (top) shows the overall
recovery times of SV and MMS traffic, in terms of a cumulative
distribution function, considering both cases. In case of SV
messages and link disconnection by command, the mean down
time of transmission amounts to 87.16ms (median: 85.17ms),
whereas for physical link disconnection the mean delay increases
to 360.64ms (median: 358.80ms). Hence, port status detection
by the OS induces additional delay in the range of 210 to 305ms.
A more complex behaviour can be observed for TCP-based
MMS reports due to reliability mechanisms, which apply ac-
knowledgements (ACKs) and retransmissions. Accordingly, re-
covery time depends on the following TCP-specific parameters,
which are set to Windows 7 default configuration: Retransmis-
sion Time-Out (RTO) (300ms), acknowledgement frequency
(2 packets) and delayed acknowledgement timer (50ms). There-
fore, Figure 3 distinguishes three different cases, which might
occur when a link is disconnected during TCP based communi-
cation, explaining the effects encountered in Figure 4.
MMS Case 1: In Case 1, the link is disconnected before or
during the transmission window’s first packet transfer. The
packet will not be received by the client and no ACK is issued,
wherefore retransmission begins after the RTO elapses. This
case applies to MMS reports with recovery times in the range of
300ms after the link is disconnected by command.
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MMS Case 2: In contrast, the second case covers transmissions
which have been interrupted after the successful transfer of at
least one packet of the send window. In this case an ACK is
issued for the last packet, since the client does not receive any
further packets. This ACK reaches the server before the expiry of
the RTO, causing the server to start sending the next transmission
window. However, the new packet’s sequence number does not
match the packet order at client side, wherefore the client replies
with a duplicated ACK. Thus, both server and client remain
inactive until the expiry of this new packet’s RTO, which results
in additional delay until the transmission is actually recovered. In
Figure 4 MMS reports complying with this case exhibit recovery
times in the range of 500ms, occurring after command-based
link disconnection. Combining the measurements of Case 1 and
2 yields a mean recovery time of 407.21ms for command-based
link disconnection. Yet, the distribution among both cases might
be varied by modifying the ACK frequency. A frequency of
1 leads to all packets being delayed by about 300ms, whereas
higher frequencies shift the major part of events to 500ms.
MMS Case 3: The third case applies to all MMS packets after
physical link disconnection, implying a mean down time of
899.99ms. Here, the minimum time until a new valid route
through the network is available - given by SV messages’ recov-
ery times - exceeds the RTO. Thus, retransmission is attempted -
no matter at which time communication was interrupted - before
recovery, resulting in duplication of the RTO and additional delay
until the connection can be re-established.
Considering the described impact of the RTO, recovery delay
might be improved by reducing the RTO with SV results illus-
trating the optimum that could be achieved.

Further insight to the recovery function is given by the box
plots in Figure 4 (bottom), holding different delays measured

during recovery at the SDN controller and the switch. The
controller requires a mean processing time of 0.18ms (median:
0.15ms) for looking up alternative paths and issuing correspond-
ing OFFlowMod messages, whereas the overall delay at the
controller amounts to a mean value of 2.01ms (median: 1.99ms),
considering the time between reception of the OFPortStatus
message and the transmission of OFFlowMods. At the affected
switches, on average a period of 2.61ms (median: 2ms) has been
measured between the identification of the interface disconnec-
tion and the reception of new flow table entries from the SDN
controller, yet in the worst-case this time prolonged to 12ms.

Moreover, to cope with link errors disturbing transmissions,
the previous algorithm might be extended as shown below. Here,
port statistics requests are utilized by the SDN controller for
identifying link errors, since automatic detection is impossible.

1) Statistics Request: The SDN controller sends OFPort-
StatisticsRequests periodically to all switches.

2) Statistics Analysis and Re-routing: Based on the statis-
tics, the SDN controller determines whether the error bound
for a link is exceeded and OFFlowMod messages for re-
routing need to be sent.

Compared to routing protocols such as Open Shortest Path First
(OSPF) our SDN-based approach enables faster recovery as it
responds to network events. Applying this algorithm, the major
part of the recovery time has to be attributed to a) internal
processing at the switch previous to interface disconnection
detection and b) characteristics of the communication protocols.
In contrast, the recovery time in traditional communication
networks depends on network discovery frequency, which is
10 s for OSPF, resulting in a mean delay of 5 s. Besides, also
MPLS offers ways for fast recovery, using e.g. Resource Reser-
vation Protocol Traffic Engineering (RSVP-TE) or Ethernet auto-
negotiation. Failure detection in RSVP-TE bases on exchang-
ing hello messages, implying trading fast detection (minimum
5ms) for high traffic load on the data network. Using auto-
negotiation in [14], on average 2.52ms are required for failure
notification and local repair, which is slightly faster than our
solution (0.09ms). Yet, we provide global recovery and analysed
the incurred delay of traffic streams. Thus, in most cases relying
on OSPF or MPLS would involve a trade-off between reducing
recovery time by increasing the discovery frequency and ensur-
ing little additional load on the data network, whereas in a SDN-
enabled network both issues could be handled simultaneously.

C. Scenario 2: Ensuring Smart Grid Quality-of-Service

Scenario 2 covers the introduction of QoS mechanisms
in order to achieve prioritized handling and improve the real-
time properties of certain, critical traffic flows, e.g. switching
commands. Here, QoS is realized by establishing queues at each
port of every switch, which guarantee specified minimum and
maximum data rates of traffic flows. Queue configuration is done
directly via Open vSwitch, since up to now OpenFlow does not
support the configuration of queues. Yet, the SDN controller is

TABLE I: QoS Classes for Smart Grid Communications [10]

Class Service Min Data Rate Latency

5 Network Control 5Mbps < 10 ms

4 Smart Grid Control 20Mbps 10 − 100 ms

3 Smart Grid Monitoring 50Mbps 10 − 100 ms

2 Real-Time Video, Voice Traffic 30Mbps 4 s, 150ms

1 Data Transfer 20Mbps -



0
20

40
60

80
10

0
D

at
ar

at
e

[M
bp

s]

Re-routing of
Background
Data Traffic

Switch 2

MMS Traffic
Background Data Transfer

Background Real-Time Traffic
Total Traffic

0 50 100 150 200

0
20

40
60

80
10

0

Time [s]

D
at

ar
at

e
[M

bp
s]

Minimum Data Rate
Guarantee for

Smart Grid Traffic

Switch 3

Fig. 5: Scenario 2a: Load Management at Switches 2 and 3

able to enqueue traffic flows using these queues, mapping the
QoS requirements of different traffic classes being equivalent to
priorities. The traffic class of an arriving packet is identified by
matching against specified rules such as the packet’s application
layer protocol. Table I contains the traffic class along with
assumptions on minimum data rate and latency requirements,
considered for this experiment.
Both following QoS approaches have been evaluated by inserting
successively the hereafter detailed traffic flows into the network
(cf. Figure 2): background data transfer from Server 2 to Client 1
(TCP/FTP-based), background real-time traffic from Server 1
to Client 1 (UDP-based) and MMS reports from Server 2 to
Client 1. In addition, the network is set to 100Mbps maximum
data rate, whereat 5Mbps are reserved for network control at all
times, leaving effective data rates of 95Mbps.

Scenario 2a: Reserved Data Rate for Time-Critical Services

This QoS approach aims at reserving data rate for time-
critical services by guaranteeing minimum data rates for each
traffic flow and re-routing traffic flows with lower priority
whenever the available data rate of a link might be exceeded.
Therefore the SDN controller keeps track of all active traffic
flows within the network along with their routes and priorities.
For this approach, the following algorithm has been developed:

1) Shortest Path Calculation: First, the shortest route is
calculated for arriving packets.

2) Data Rate Demand: For each link, the SDN Controller
determines the QoS demand of the new flow and compares
its associated minimum data rate with the available data
rate of the link.

3) Priority Grouping: If the data rate is sufficient on all links
the flow is added, otherwise the priority of the new flow and
of those already active on the respective link is compared.
Subsequently, flows are grouped into flows with higher or
same priority and those with lower priority.

4) Re-routing of New Flow: If the link capacity is insufficient
for the new and all higher/same priority flows, the second
best route is calculated and tested, restarting at step (2).
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5) Sorting of Lower Priority Flows: Else, lower priority
flows are sorted into a list depending on their overlap with
the route of the new flow and their priority, defining an
order for re-routing.

6) Determination of Lower Priority Flows for Re-Routing:
While link capacity is insufficient for higher, same and the
remaining lower priority flows, the next lower priority flow
is marked for re-routing and removed from the list.

7) Unmodified Lower Priority Flows: All flows remaining
in the list maintain their current route.

8) Calculation of Alternative Routes: New routes are being
calculated on a virtual topology, excluding the links of
the new flow’s route, for flows that have to be shifted.
Afterwards, for each pair of flow and alternative route all
steps starting from (2) have to be repeated.

9) Drop of Lower Priority Flows: If no alternate routes are
available flows are dropped.

10) Re-routing of Lower Priority Flows: Else, OFFlowMod
messages are prepared for establishing new flow entries at
the switches for the lower priority traffic flows affected.

Figure 5 shows active transmissions and its corresponding
data rates at Switch 2 (top) and 3 (bottom), when applying
this approach. At the beginning, background data traffic is
transmitted via Switch 3, exploiting all available data rate. After
30 s background real-time traffic is added to the network. Since
the link between Switch 3 and 4 is used by this transmission
as well, the data rate of the background data traffic is reduced
accordingly. Next, background data traffic needs to be re-routed
via Switch 1 and 2 in order to enable high priority MMS reports
on the same link after 105 s. Otherwise, adding MMS reports
would cause the sum of minimum data rate requirements to
exceed the available capacity of the link between Switch 3 and
4, which is prevented by shifting the lowest priority traffic flow.

Scenario 2b: Dedicated Links for Time-Critical Services

For the second approach critical services have been specified,
which are granted dedicated links for data exchange. Accord-
ingly, the previous algorithm has been extended as follows:



1) Route Reservation: If the new traffic flow is a critical
service, all links of its shortest route are reserved.

2) Re-routing of Overlapping Flows: All flows on these
links are rerouted according to steps (8) to (10) (above).

3) Blocking of Reserved Path: The reserved route is blocked
for other, new traffic flows, being excluded from subsequent
shortest path calculations. Neither lower priority, nor other
critical flows are allowed on reserved links.

Results gained from this approach are given in Figure 6,
whereat Smart Grid monitoring has been defined as critical
service. Again the data rate of background data traffic drops
after background real-time traffic is added to the network.
Yet, subsequent to the occurrence of MMS reports after 105 s,
the controller re-routes both other traffic flows via Switch 1
and 2, reserving the shortest path for Smart Grid communication.

The results of Scenario 2a and 2b highlight seamless load
shifting for QoS purposes on basis of SDN as old routes are
not removed until the successful establishment of new paths.
This approach might reach its full potential when combined
with fast recovery, enabling traffic offloading to restore routes
for the transmission of critical control commands of the power
system and thus rendering additional dedicated backup links
unnecessary. In addition, extensibility and compatibility can be
identified as the most important strengtha of this SDN-enabled
QoS mechanism compared to traditional approaches like MPLS.

V. CONCLUSION AND FUTURE WORK

In this work, SDN has been applied for communications in
Smart Grids, considering specific requirements of transmission
and distribution level of the power system. Algorithms for en-
abling fast recovery and load management have been developed
and evaluated using a SDN testbed with IEC 61850 compli-
ant traffic. While mechanisms for rapid failover are of major
importance for time-critical control commands in transmission
power grids, both distribution and transmission power grid profit
from QoS-based load management either with respect to public
traffic or less prior grid services. It has been demonstrated that
the reliability of communication networks for Smart Grids can
be increased significantly compared to traditional mechanisms
like OSPF and MPLS, as shown in Table II. In particular, the
outstanding benefit of applying SDN to Smart Grid communi-
cations lies in the combination of the presented features and its
openness towards introducing additional functionalities. Thus,
power systems are offered new ways - like autonomous moni-
toring and advanced control - to deal with failures, transforming
the overlayed ICT infrastructure into a self-healing system.

TABLE II: Comparison of Proposed SDN for Smart Grids
Approach with Traditional Networking Solutions

Fast Recovery QoS Smart Grid
Function Integrability

Standard Routing (X)

MPLS (X) X

SDN4SmartGrids X X X

In future work, we will integrate algorithms for precise load
balancing of the network in order to exploit the available capacity
on all links in an optimal manner. One major challenge for
the successful application of SDN is improving the reliability
of the SDN controller, which currently poses a single point-of-
failure. In order to overcome this, the controller could be run
atop of a virtualized execution platform, applying appropriate
fault-tolerance mechanisms such as periodic replication of the

virtual machine’s state or its migration in case of failure. En-
hancing this idea, we aim at creating a holistic virtualization
approach for the ICT infrastructure of substations. Thus, the
SDN-enabled communication network will be combined with
a virtualized execution platform for monitoring, protection and
control applications, building upon previous analysis in [15].
Furthermore, economical consequences of the SDN approach in
conjunction with Smart Grid communication are to be evaluated.
Finally, future work will need to consider shared, heterogeneous
communication infrastructures, the scalability of the SDN con-
cept for extensive networks - i.e. control network latency - as
well as implications and mechanisms for security - i.e. vulnera-
bility of the control network via the switches.
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